Evaluating Complex Health Interventions:
A Guide to Rigorous Research Designs

June 2017

AcademyHealth
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>1</td>
</tr>
<tr>
<td>Selecting an Evaluation Design</td>
<td>4</td>
</tr>
<tr>
<td>Experimental/Randomized Designs</td>
<td>5</td>
</tr>
<tr>
<td>Randomized Controlled Trial</td>
<td>5</td>
</tr>
<tr>
<td>Cluster Randomized Stepped Wedge Design</td>
<td>9</td>
</tr>
<tr>
<td>Quasi-experimental Designs</td>
<td>13</td>
</tr>
<tr>
<td>Interrupted Time Series Design</td>
<td>13</td>
</tr>
<tr>
<td>Controlled Before and After Design</td>
<td>16</td>
</tr>
<tr>
<td>Regression Discontinuity Design</td>
<td>18</td>
</tr>
<tr>
<td>Observational Designs</td>
<td>22</td>
</tr>
<tr>
<td>Natural Experiment</td>
<td>22</td>
</tr>
<tr>
<td>Glossary</td>
<td>26</td>
</tr>
</tbody>
</table>
Introduction

Evaluation of clinical care, public health and social programs is essential to make judgements about a program and provide an estimate of the impact that can be attributed to the introduction of an intervention. Evaluations are also needed to improve the effectiveness of programs and inform evidence-based decision-making. Clinical care, public health and social interventions are often either complex (i.e. characterized as having several components influencing each other) and multifaceted or implemented within complex systems with multiple actors and contextual factors that can impact implementation. An evaluation design must respond to the stakeholders’ needs and the program or intervention’s features, including complexity.

Purpose of Guide

As the number, variety and complexity of innovations increase and the need to understand which ones are working, for whom, and under what circumstances grows across sectors, it is clear that there is no single “correct” evaluation design. This guide is aimed at program managers and other stakeholders implementing innovations in public health and community settings who are involved in evaluation but may not be evaluators themselves. The guide provides a framework to guide decision-making around appropriate designs to evaluate public health and other service interventions. This guide will also provide program managers and other stakeholders the information necessary to understand and assess the strengths, weaknesses and validity of an evaluation that has already been conducted. It aims to provide a range of approaches that could be used to enhance the rigor of evaluations thus improving the quality of the evidence upon which decisions are made and ultimately improving the public’s health.

Types of Evaluation Designs

Evaluation designs can be divided in three broad categories:

- experimental,
- quasi-experimental and
- observational designs.

In an experimental design, the investigators actively manipulate who receives the intervention or service and who does not in order to determine the effect of the intervention. Participants are randomly assigned into one or more intervention groups or a control group. Examples of experimental designs include randomized controlled trials, randomized encouragement trials, staggered enrollment trials and factorial designs.

In a quasi-experimental design, a comparison group is used. However, randomization is not used. Controlled before and after studies, interrupted time series, multiple baseline and regression discontinuities are types of quasi-experimental designs.

In an observational design, the evaluator does not manipulate who receives the intervention or not. Instead, the evaluator only observes and does not intervene to find associations between the intervention and the outcome. Examples of observational studies include natural experiments, case-control and prospective and retrospective cohort studies.

In addition to these evaluation designs, statistical approaches such as difference in difference analyses can be used to adjust for the fact that in non-randomized experiments, the intervention may not explain all the difference between the interventions and the control group in terms of key outcome of interest because the two groups did not start at the same level at baseline.

Additional approaches can be used to evaluate programs, including qualitative and mixed methods. While quantitative approaches tend to focus on whether an intervention or service "worked" in achieving any number of outcomes (e.g. improved health outcomes, cost saving, etc.), qualitative methods can enhance evaluations by providing in-depth information on how a program is implemented, why it is yielding or not yielding expected results and explore variation in results across settings or contexts. They can therefore be used to identify issues related to the degree to which the intervention is implemented as intended (implementation fidelity). Qualitative approaches can also inform replication, spread and scale-up by providing information on the most important components of a program that are needed to successfully transfer the program to other settings, for instance. Qualitative methods include a variety of interview types (unstructured, semi-structured, structured), focus groups (i.e., group interviews), observations, and document or content analysis.

Mixed methods involve the integration of both quantitative and qualitative data collection and analysis in the evaluation. The combination of both approaches is expected to provide a better understanding than each approach separately, help overcome the weakness of a single approach and present different perspectives. In addition, evidence may be strengthened when one method confirms findings from the other method. Conflicting findings should lead to further investigation.

There is no “one right” evaluation design.

Considerations When Selecting a Design

While randomization allows investigators to assess the existence of a causal relationship between the intervention and the outcome
There is no “one right” evaluation design; the evaluation design must be appropriate for the evaluation purpose or question (e.g., formative and/or summative), the nature of the intervention, the context in which it is implemented, the needs and/or expectations of the audience for the evaluation, and the availability of data.

Regardless of the approach selected, some key principles should be followed:

- Clearly define evaluation questions that respond to stakeholder’s needs and priorities.
- Assess the attribution of the results to the program by establishing a counterfactual (a control group to assess what is likely to happen if the initiative is not introduced) whenever possible.
- Clearly define and prioritize measures and data required based on evaluation questions and available resources.
- Ensure evaluation results show the magnitude of the effect and the degree of confidence that exists in those results (e.g. by presenting confidence intervals).
- Ensure evaluation results are expressed in the most meaningful ways for the targeted stakeholders to enhance use in decision-making; (e.g. sometimes absolute risks are more informative than relative risks).
- Add qualitative methods to evaluation designs whenever possible to explore questions of how, why or the contexts and/or conditions under which policy, programs, or interventions are and are not successful. The Consolidated Framework for Advancing Implementation Science (CFIR) can be helpful. The CFIR describes an outer setting (economic, political, and social contexts) within which an organization resides, and an inner setting (structural, political, and cultural contexts) through which the implementation process will proceed.
- When interpreting results, consider existing biases and confounding, and acknowledge limitations.
- Systematically promote the dissemination and use of evaluation results for decision-making. It is therefore essential for evaluators to be able to translate nuanced and complicated results to a policy or decision-making audience that may not fully understand complicated or complex statistical methods.

Evaluation needs may change over time. The appropriate design will also depend on the characteristics of the intervention. For instance, quality improvement programs often start with an initial package of changes which participants test and adapt to their local context over time; this can have the effect of changing the intervention over time. Quality improvement evaluations need to take these iterative and context-specific features into account and include a comparator group whenever possible. Traditional, fixed evaluation protocol designs would not be appropriate, however much progress has been made in recent years in developing adaptive evaluation designs that are suited to improvement interventions and bring additional rigor.

Timeline and budget considerations may also influence the choice of an evaluation design. The specific considerations required for a given design will vary based on the evaluation question of interest and from setting to setting. In general, if the evaluation must detect a relatively small, but meaningful, difference (effect size) in the impact of an intervention, then the sample size will be increased, often resulting in an increased budget for data collection compared to large effect sizes. Additionally, if the evaluation is multi-site, additional data collection may be required with subsequent impact on the budget. Furthermore, costs are likely to be higher when secondary data (e.g., administrative data, electronic health record data, registries) are not available, and primary data (e.g., semi-structured interview, surveys) are required. However, the growing abundance of secondary data sources may enable more cost-efficient evaluation designs. In relation to the timeline, consideration will also need to be given to the time it takes for the intervention to show an impact in the outcomes of interest.

Regardless of the approach selected, some key principles should be followed:

- Identify and engage the key stakeholders (e.g. funders, policymakers, community leaders, etc.) early in the process in order to define the evaluation questions and identify the most relevant outcomes and data collection approaches.
- Facilitate agreement between evaluators and implementers on a shared, explicit understanding of the theory of change—a comprehensive description of how and why a desired change is expected to occur in a specific context.

This guide aims to help the reader make informed decisions by providing information on the various trade-offs involved in the selection of an evaluation design.

Organization of Guide
The list of evaluation designs presented in this guide is not exhaustive but represents a mix of experimental, quasi-experimental and observational designs. Resources for more detailed information on a broader range of designs are listed in the “Further Readings” section. For each of the six designs presented, we provide a general description with a diagram to illustrate the design, two examples from the peer-reviewed literature of how the design was used to evaluate a specific health or social service, key strengths and weaknesses of the study design, timeline and budget considerations that
are specific to the design and policy implications and consideration for future use. We also include a flow chart to inform the selection of evaluation designs. This guide aims to help the reader make informed decisions by providing information on the various trade-offs involved in the selection of an evaluation design.

Further Readings on Evaluation Designs


Selecting an Evaluation Design

This flow chart (Figure 1) can be used to guide the selection of evaluation designs among those presented in this guide. The flow chart focuses on a few key characteristics such as the availability of a comparison group, the feasibility of randomization at the individual or group level, etc. As emphasized in the introduction, other factors must also be considered in the selection of an evaluation design.

Figure 1. Flow Chart to Help Guide Choice of Evaluation Design

If...? Consider

- **Intervention under control of the investigator?**
  - NO: Natural Experiment (Pg 22)
  - YES: Randomized Controlled Trial (RCT) (Pg 5)

- **Can randomize individuals to the intervention or control group?**
  - NO: Multiple data points available before and after the intervention
  - YES: Comparator groups available

- **Can randomize sites or communities to the intervention or control group?**
  - NO: Must all sites or communities receive the intervention?
    - NO: Cluster RCT (Pg 5)
    - YES: Stepped Wedge (Pg 9)
  - YES: Interrupted Time Series (Pg 13)

- **Multiple data points available before and after the intervention?**
  - NO: Comparator groups available
  - YES: Is the intervention based on a cut off?
    - YES: Regression Discontinuity (Pg 18)
    - NO: Before and After Study
**Experimental/Randomized Designs**

**Randomized Controlled Trial**

Individuals (individually randomized trials) or other units such as health facilities or communities (cluster/group randomized trials) are randomly assigned into one or more intervention groups or a control group to assess the effectiveness of an intervention.

The only expected difference between the control and intervention groups in a randomized controlled trial (RCT) is the outcome variable(s) being studied (Figure 2). Other factors that could possibly affect the outcome (potential confounders) are assumed to be evenly distributed across the groups; any significant differences between groups in the outcome of interest can therefore be attributed to the intervention and not to some other unidentified factor.

RCTs should report variations in the nature and size of the effects across individuals or clusters, not just “average” effects in the study, to enhance learning from variation. The rationale for conducting a RCT should be based on prior observational data and uncertainty about the intervention's effectiveness (the degree to which it has beneficial effects under real world circumstances). RCTs should report variations in the nature and size of the effects across individuals or clusters, not just “average” effects in the study, to enhance learning from variation. The intervention should be amenable to randomization and the intervention's benefits should be expected to exceed the risks. For instance, evaluations of implemented policies or investments in infrastructures are not conducive to randomization. Similarly, it would be unethical to use randomization when studying the effect of exposure to known environmental hazards. Generally, when there is a standard intervention or service that is already being provided, this “standard of care” should be the control group rather than no intervention or service.

**Figure 2. Illustration of a Generic Randomized Controlled Trial Design**

![Figure 2](image-url)
Example 1. A Web-Based Health Promotion Program for Older Workers: Randomized Controlled Trial

An individually randomized controlled trial funded by the National Institute of Health (NIH) was conducted by ISA Associates, a research organization, to determine the effectiveness of a web-based health promotion program called HealthyPast50 for workers 50 years and older. This program provides information and guidance to promote healthy aging, healthy diet, physical activity, stress management and quitting tobacco use. Participants were recruited from a global information technology company with multiple offices in the United States including locations in Massachusetts and California.

In this study, 278 workers were randomly assigned to HealthyPast50 or to a control group after baseline completion. Participants were not blinded to the group to which they were assigned. Self-reported data were collected from both the intervention and the control group on diet, physical activity, stress and tobacco use before the intervention and three months after the start of the intervention through an online survey.

This study found that participants in the intervention group had better self-reported outcomes than those in the control group in terms of: their belief in their ability to change their diet (adjusted difference: 0.16, 95% Confidence Interval (CI): 0.00, 0.31), mild exercise (1.03; 95% CI: 0.26, 1.81), planning healthy eating (0.17; 95% CI: 0.01, 0.33). The authors concluded that HealthyPast50 has the potential to contribute to improved diet and exercise in the short term.

This individually randomized trial was a suitable design for this study topic as there was some reasonable expectation that the HealthyPast50 program would be more beneficial than not receiving any guidance or support for healthy aging. It was ethical to use a control group with no services, as there was no current standard of care to address those issues in the target population. In addition, the use of an online survey and relatively short-term follow time did not require too many resources. Limitations of this particular study include the use of self-reported data which could lead to biases, a very short follow-up period that may not accurately capture the impact of the intervention over time, and a small number of participants working at a global IT firm which may not be representative of the population as a whole.

Reference: Cook, RF, Hersch, RK, Schlossberg, D, & Leaf, SL. A Web-Based Health Promotion Program for Older Workers: Randomized Controlled Trial. Eysenbach G, ed. Journal of Medical Internet Research, 2015;17(3):e82.

Example 2. 12-month Outcomes of Community Engagement Versus Technical Assistance to Implement Depression Collaborative Care: A Partnered, Cluster, Randomized, Comparative Effectiveness Trial

A cluster randomized controlled trial was conducted in Los Angeles to compare the effectiveness of two approaches to provide depression collaborative care trainings to mental health, medical, and community-based agencies. The goal of the care was to increase depressed clients’ mental health-related quality of life (MHRQL) and services use at 12 months. The intervention, community engagement and planning (CEP), supports a large number of community programs to collaboratively develop and implement a training plan to provide services for depression. The control, resources for services (RS), provides short-term trainings for collaborative care to individual organizations running community programs. Eligibility criteria for agencies to be included in the study were: serving at least 15 clients per week, having one or more staff, not focusing on psychotic disorders or home services.

A total of 133 potentially eligible programs were randomized into the RS group (65) or the CEP (68) group. Following randomization, 20 programs were determined ineligible by assessors blinded to the assignment, and an additional 18 declined to participate. Therefore, 95 programs were enrolled in the study, 46 in the RS arm and 49 in the CEP arm. Of the 1,322 eligible clients in those programs, 1,246 were enrolled in the study (606 for RS and 640 for CEP), and 981 completed the baseline survey, 759 completed the 6-month survey and 733 completed the 12-month survey. Reasons for differences in follow up included refusals.
Example 2. 12-month Outcomes of Community Engagement Versus Technical Assistance to Implement Depression Collaborative Care: A Partnered, Cluster, Randomized, Comparative Effectiveness Trial (Cont’d)

illnesses or death, or incarceration. Data were collected through telephone surveys. The authors used a variety of statistical assumptions to adjust for missing data in the analyses.

In some analyses, CEP was associated with a decrease in poor MHRQL compared to RS at 6 months (OR=0.71; 95% CI: 0.55, 0.91) and 12 months (OR=0.77; 95% CI: 0.61, 0.97). CEP was also associated with less behavioral health hospitalization in the prior 6 months, at 6 months (OR=0.60; 95% CI: 0.37, 0.98) but not at 12 months (OR=0.70; 95% CI: 0.4, 1.22). The authors concluded that while CEP did not indicate an effect at 12 months, policymakers and communities should still consider this strategy given the lack of alternative approaches that have demonstrated higher effectiveness.

This was a suitable study design because there was a reasonable expectation that the benefits of the intervention outweigh the risk, as effectiveness had previously been demonstrated at 6 months using quasi-experimental designs. The control group received an alternative depression collaborative care trainings approach, hence eliminating concerns usually associated with withholding potentially beneficial services from the control group. In addition, cluster randomization was appropriate because it would have been logistically difficult to randomize individuals seen in the same facility to different interventions. The relatively short-term outcome measure led to a shorter study duration and lower costs as compared to a long-term outcome. However, it is not clear whether the impact was long lasting.


Key Strengths
- Considered by many to be the gold standard for proof of effectiveness.
- A safety monitoring committee can be used to determine if the trial should be terminated early because preliminary results indicate that the intervention is effective or is unlikely to be effective.
- Appropriate randomization, sample size, and assessment of implementation fidelity can help ensure that the difference in outcomes between the intervention and control groups can be attributed to the intervention and not to other factors (i.e. bias/confounding).
- Randomization meets statistical assumptions needed to establish that the intervention caused the outcome of interest.
- Some questions are amenable to blinding so that participants and/or data collectors do not know which group is the intervention and which is the control.
- More than one intervention can be compared to a control group.
- Cluster randomized trials can be used when individual randomization is not possible or desirable.
- Pragmatic trials (trials which show effectiveness in real-life settings) are well suited for complex interventions and can inform clinical and policy decisions (versus explanatory trials which are conducted under optimal conditions).

Key Limitations
- Although RCTs are considered the gold standard for assessing the effectiveness of an intervention, they too can be subject to flaws in data collection, statistical analysis and interpretation.
- It may be challenging to construct an appropriate control group.
- Some questions/contexts are not amenable to RCTs: randomization may not be practical or ethical, and RCTs may be inefficient for rare outcomes or outcomes that take a long time to develop.
- RCTs suffer from limited external validity. Findings may not be generalizable to a broader population or different contexts.
- Because participants (at either the individual or group level) must agree to be part of the RCT, they may not be representative of the larger population.
- The control group may be inadvertently exposed to the intervention (i.e. contamination).
- Retention of participants may be different between intervention and control groups. Efforts to mitigate this using intent to treat analyses (including each participant who is randomized per their assigned group regardless of retention, compliance), can lead to more conservative estimates of effects, as participants who were not compliant and those who dropped out will still be considered to be part of the intervention group.
External factors (e.g. in the policy or community environment) may produce major changes in trends over time that dilute the effects of the interventions being studied. For instance, an anti-smoking policy initiative may decrease the observed effect of a smoking cessation program.

Cluster randomized trials require a large sample size and require more complicated statistical analysis.

Fixed-protocol RCTs do not allow for adaptation of the interventions and their implementation based on field experience. This can be addressed by “adaptive trials”, which include pre-specified time points during the trial when modifications in the protocol can be made. Adaptive trials also allow “pruning” of futile intervention arms to focus on interventions that are more likely to have an impact.

Timeline and Cost Considerations

- Measuring longer term outcomes can extend the length of the study and increase costs.
- RCTs require a data safety monitoring committee to avoid needlessly prolonging an intervention that is unlikely to be beneficial or prolonging a trial and withholding the intervention from the control group when the intervention is clearly beneficial. This may increase costs.
- Although RCTs can be costly, they can be conducted with reasonable costs when using existing data sources and when the outcomes of interest do not require a lengthy study. In addition, large simple trials (LST), which involve a large number of participants, limited data collection and an outcome that can be collected easily, are less costly than traditional RCTs and may permit rapid detection of effect.
- In many countries including the United States, RCTs must be registered so that data is accessible for scrutiny and further analysis, even if trials have a “negative” result. This may result in higher administrative costs.

Nonetheless, when well designed, and implemented, RCTs are considered the gold standard to assess the effectiveness of a wide range of interventions and services. Policymakers can use the results of RCTs to inform policies related to promoting uptake of interventions found effective. In doing so, policymakers will need to take care to address issues related to external validity (generalizability). They should consider whether interventions found effective in the context of the controlled setting of the trial are likely to be replicable in a variety of other contexts or settings.

Traditional RCTs primarily focus on internal validity, the ability to make causal inference for the intervention in a specified population. Thus, they are generally not well suited to establish generalizability (applying results of study to a larger population) or to evaluate the effectiveness of interventions that involve many components and actors and are likely to vary across individuals such as may be the case with complex interventions.

Policy Implications and Considerations for Future Use

The appropriate role of RCTs in policy and program evaluations across health and social policy sectors has been the subject of much debate. In “Show Me the Evidence” Haskins and Margolis have argued that “claiming that RCTs are the best way to definitively establish causality does not imply that all other evidence has no value.” Others such as Patton have argued that labeling RCTs as the “gold standard” does disservice to the field of evaluation as it implies that other methods are inferior and may lead evaluators to use RCTs even when not appropriate. He posits that RCTs may create an artificial environment and are not appropriate for context-specific interventions as they rely on standardized interventions. Patton has further argued that the gold standard for evaluations should be “methodological appropriateness.”

In a 2003 statement, the American Evaluation Association declared that "RCTs are not always best for determining causality and can be misleading. RCTs examine a limited number of isolated factors that are neither limited nor isolated in natural settings. The complex nature of causality and the multitude of actual influences on outcomes render RCTs less capable of discovering causality than designs sensitive to local culture and conditions and open to unanticipated causal factors.” Due to these concerns, some have emphasized the importance of supplementing RCTs with other methodologies including historical (non-concurrent) controls, epidemiological and qualitative data.

References and Further Reading


Cluster Randomized Stepped Wedge Design

A cluster randomized stepped wedge design includes multiple phases; an initial phase where no clusters (geographically defined area, community, health facilities, schools etc.) receive the intervention and subsequent phases during which one or more clusters are randomized to be part of the intervention at regular pre-specified intervals or steps (Figure 3). By the end of the study, all clusters will have transferred to the intervention group.

There should be an expectation that the benefits of the intervention exceed the potential harm. This design is particularly suited for situations where:

- policy makers/provisioners/users all want the intervention;
- it is unethical to have a group that does not receive the intervention;
- all participants cannot receive the intervention at the same time due to logistical, practical or financial considerations;
- there is a need to evaluate the effectiveness of programs or policies that are implemented in phases.

The cluster randomized stepped wedge design is a relatively new study design and has received increased attention because it allows the use of a rigorous evaluation design while addressing logistical, political and ethical considerations that might prevent a more traditional RCT.

One variation of the design involves starting the trial with a convenience sample or with sites that are available to join the intervention. While practical, this type of non-randomized design is subject to more bias.

The cluster randomized stepped wedge design has received increased attention because it allows the use of a rigorous evaluation design while addressing logistical, political and ethical considerations that might prevent a more traditional RCT.

Figure 3. Illustration of a Generic Stepped Wedge Design
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Example 1. The Devon Active Villages Evaluation (DAVE) Trial of a Community-level Physical Activity Intervention in Rural South-West England: A Stepped Wedge Cluster Randomized Controlled Trial

Researchers at the University of Exeter in the United Kingdom (U.K.) used a cluster randomized stepped wedged design to evaluate the effect of a community-level physical activity intervention, the Devon Active Villages. A total of 128 clusters (villages) were randomized to receive the intervention in four time periods between April 2011 and December 2012. Computer generated numbers were used to determine the time during which each village joined the intervention. The number of villages which joined the intervention was as follows:

- April-June 2011 (22);
- September-November 2011 (36),
- April-June 2012 (35) and
- September-November 2012 (35).

The intervention consisted of providing villages with 12 weeks of at least three different types of opportunities for physical activities. Interestingly, the type of opportunities for physical activity presented to residents was tailored to each village’s specific needs as residents were asked what activities they wanted the intervention to provide. All villages also received support for 12 months following the active phase of the intervention. During each data collection period, questionnaires were mailed to a random sample of households within each cluster and data collected from residents 18 or older. The response rate was 32.2%, and questionnaire responses from 4,693 adults in the intervention communities were compared to 5,719 adults in the control villages.

Findings showed that the intervention was not associated with increased likelihood of meeting the U.K. physical activity guidelines (adjusted OR =1.02, 95% CI: 0.88, 1.17). The intervention was only marginally associated with an increase in moderate to vigorous intensity activity per week. The adjusted mean difference before and after the introduction of the intervention was 171 (95% CI: -16, 358). The authors concluded that the lack of detected effect of the intervention may be due to low awareness of the intervention in the community and lack of residents’ participation; only 4% of the residents reported participating in the intervention activities.

This design provided logistical, financial and ethical advantages. The stepped wedge design allowed the intervention to be delivered to a large population in several steps with relatively low costs. In addition, the entire population received the intervention. However, the response rate was low, and there is no information as to why the participation was extremely low. In addition, given that the type of activities presented was tailored to each village’s needs, it is possible that differences in intervention effects may be due to differences in physical activities offered. Nonetheless, this evaluation provides an interesting example of adapting a randomized design to real-life considerations.


Example 2. A Structural Multidisciplinary Approach to Depression Management in Nursing Home Residents: A Multicenter, Stepped Wedge Cluster Randomized Trial

A stepped wedge design was conducted to assess the effectiveness of a structural approach to the management of depression among nursing home residents in four provinces in the Netherlands from May 2009 to April 2011. The intervention, Act in Case of Depression (AID), consisted of implementing a two-step screening and diagnosis procedure, multidisciplinary treatment and monitoring the effect of the treatment. The treatment approach allowed nursing home staff to follow pathways for collaborative treatment including psychosocial interventions.

In the study, each nursing home was invited to enroll one dementia unit and one unit focused on physical health needs, and patients provided written informed consent to participate. Overall, 16 dementia units with 403 patients and 17 physical health units with 390 patients were enrolled in the study. Units were randomly assigned to each of five groups using computer generated numbers, and each of these groups joined the intervention at different time periods. The first group joined the intervention shortly following baseline data collection, the
Key Strengths

- Safety monitoring board can be used to adjudicate if the trial should be terminated early due to clear effectiveness or a low probability that effectiveness will be demonstrated by continuing the trial.

- Allows the use of a rigorous evaluation design while addressing logistical, political and ethical considerations that might prevent a more traditional RCT.

- Provides an alternative to the traditional RCT approach in situations where the traditional RCT design is not possible or practical, e.g., when individual randomization is not possible or desirable or where all individuals or groups need to receive the intervention.

- Within-cluster effects can be evaluated. Each cluster receives the intervention and is also a control. If there is a significant cluster effect, this increases the power of the evaluation to detect differences compared to a design where clusters are assigned to only a control or intervention group.

- Secular trends can be considered with participants joining intervention groups at different times.

- May have higher enrollment and retention than RCTs, as control clusters know they will ultimately receive intervention.

- Managing a smaller number of clusters at a time in the intervention group might be advantageous from a logistical point of view.

- All participants eventually receive the intervention. There are not ethical issues to withholding the intervention from participants if effectiveness has yet to be established.

- Can examine the importance of the timing and length of the intervention on the outcome of interest.

- Can be used to evaluate barriers to implementation of the intervention and to iteratively improve implementation in subsequent steps.

Key Limitations

- If more rapid results are a priority for the funder/key audience, then study duration may be a limitation, as stepped wedge designs can be longer than RCTs, especially if only one or a few clusters can join the intervention at a time.

- Retention may be lower in control groups that are waiting longer to be part of the intervention than in other groups.

- Preventing contamination between those receiving the intervention and those to receive the intervention may be particularly challenging.

- Initial control group has shorter follow up time.

- It is often difficult to conceal group assignment to clusters. This may be problematic as the estimated effect of the intervention may be overestimated in randomized trials when individuals know whether they are receiving the intervention.

- Requires frequent data collection. This may be problematic if appropriate secondary data sources are absent and primary data collection is required.

- When the same clusters begin as controls and transfer to interventions, it can be challenging to control for the fact that a strong predictor for one cluster at a point in time is its value in the preceding period.

Example 2. A Structural Multidisciplinary Approach to Depression Management in Nursing Home Residents: A Multicenter, Stepped Wedge Cluster Randomized Trial (Cont’d)

other groups joined the intervention approximately every four months thereafter. By the end of the study all five groups were in the intervention.

Findings show that the intervention was associated with a decrease in the prevalence of depression in the physical health units (−7.3%; 95% CI: −13.7%, −0.9%) but not in dementia units (0.6%; 95% CI: −5.6%, 6.8%). Physical health units had higher adherence to assessment procedures than dementia units (p=0.045), but adherence to treatment did not differ (p=0.745). The authors concluded that while a structural approach to depression management including systematic depression assessment can reduce depression in physical health units, depression screening needs to be addressed in dementia units as these units had lower adherence to screening.

The use of the stepped wedge design made it possible to manage at the beginning of the intervention a smaller number of clusters at a time. In addition, the intervention, which was believed to be more likely to be beneficial than harmful, was not withheld from any participating nursing home patients.

- Secular trends in the outcome of interest need to be controlled for in the analysis.
- Requires fewer clusters but more participants than a cluster randomized trial.

**Timeline and Cost Considerations**

- Longer duration may require more resources and higher costs; each step may require training and other resources. Primary data collection during each step may also require additional resources.
- Requires a data safety monitoring committee to avoid needlessly prolonging an intervention that is unlikely to be beneficial or prolonging a trial and withholding the intervention from the control group when the intervention is clearly beneficial.

**Policy Implications and Considerations for Future Use**

Although the stepped wedge design offers a pragmatic and often more ethical and logistically easier option for evaluating complex interventions, its use still requires careful consideration. Along with its increased use, there has been increasing controversy surrounding the use of stepped wedge designs. Concerns have been raised regarding the longer duration of the study and lack of the control group over the entire duration of the evaluation for interventions that have not been demonstrated as effective. There has also been increased discussion about the relative advantages of the stepped wedge versus traditional randomized control trials in terms of power. Recent publications have reported that the relative power of the stepped wedge design and RCT depend on the value of the intracluster correlations (the degree to which individuals within a cluster resemble each other in terms of the outcome of interest). The stepped wedge design is therefore believed to be more efficient for studies with process indicators while randomized clinical trials are more efficient for clinical outcomes.

In addition, the duration of the evaluation should be carefully considered. A review of published stepped wedge designs showed that 52% of those published did not report a significant effect on the key outcomes of interest. The authors argued that although it is possible that these studies and evaluations may not have had enough power to detect a difference, the lack of detected effect may be due to insufficient study durations.

Furthermore, given that all participants are to receive the intervention, some have stressed the importance of conducting intermittent analyses during the course of the study to determine whether the study should be stopped early. Despite all these concerns, it has been argued that the stepped wedge design remains an important option in the evaluation of health interventions, including complex interventions, as this design may be preferable to the alternative, which would be the absence of randomization.

**References and Further Reading**


Quasi-experimental Designs

Interrupted Time Series Design

Interrupted time series (ITS) studies, a type of quasi-experimental design, are increasingly being used to evaluate the effectiveness of population-level health interventions. This design can be used when it is not considered possible to allocate the intervention randomly. Repeated data are collected over a series of time periods prior, during and after the introduction of an intervention. With sufficient collection of data over time, this can allow for simple pre-post test comparisons, and can allow for these comparisons to be adjusted for potential secular trends in the data before and after the introduction of the intervention (Figure 4).

This design is often used when the intervention is expected to have relatively quick and distinct effect, e.g. the uptake of health insurance. The design can focus on the introduction of an intervention in a single or group of settings, although is stronger when compared to changes in settings where the intervention was not introduced. To limit bias and confounding, *matching* of the comparator sites with the intervention sites, according to pre-specified patient and organizational characteristics, can be used. However, appropriate matching can often be hard to do, particularly when large scale interventions are being evaluated and it is hard to completely prevent exposure to the change amongst possible comparator sites.

**Figure 4. Illustration of a Generic Interrupted Time Series Design**

---

[Diagram of GenericInterrupted Time Series Design]
Example 1. Opioid Overdose Rates and Implementation of Overdose Education and Nasal Naloxone Distribution in Massachusetts: Interrupted Time Series Analysis

The overdose education and nasal naloxone distribution (OEND) program was introduced in Massachusetts in 2006 and was implemented among opioid users, their friends, families and related care staff. The investigators conducted an interrupted time series analysis to evaluate the impact of the OEND program on opioid-related mortality and acute care use in Massachusetts. The study used data on opioid-related mortality and acute care utilization from 19 Massachusetts communities from 2002 to 2009. The 19 communities were assigned to groups indicating no implementation, low enrollment and high enrollment in OEND. The investigators compared rates of opioid-related mortality and acute care utilization across the three groups, taking account of trends, prior to the introduction of OEND in 2006.

They found, relative to communities with no implementation, decreased opioid related mortality in low (adjusted ratio 0.75, 95% CI: 0.57, 0.91) and high enrollment communities (0.54, 95% CI: 0.39, 0.76). They found no significant difference in acute care utilization across the three groups. The investigators concluded that OEND is an effective intervention.

The assignment and uptake of the OEND program in these Massachusetts communities was not done on a randomized basis, meaning an observational study of some form was required. The investigators were able to make use of existing longitudinal outcomes related data from 2002 to 2009, covering the period before and after introduction of the program. By assigning the communities into no, low and high enrollment, the investigators were able to form reasonable comparator groups with which to assess changes in outcomes over time, and in particular prior to and after introduction of the program.


Example 2. Association Between Hospital Penalty Status Under the Hospital Readmission Reduction Program and Readmission Rates for Target and Non-target Conditions

As part of the Hospital Readmission Reduction Program (HRRP), in October 2012 financial penalties were imposed on hospitals with higher than expected readmissions for Medicare beneficiaries with acute myocardial infarction (AMI), congestive heart failure (CHF) and pneumonia. To assess the impact of the HRRP, the investigators used an interrupted time series analysis design to compare trends in readmission rates between hospitals subject to and those not subject to the penalty for program-specific and additional conditions.

The investigators used data on 48,137,102 hospitalizations of 20,351,161 Medicare beneficiaries admitted between January 2008 and June 2015. They identified 2,214 hospitals subject to a penalty and 1,283 not subject. The investigators identified three time periods:

- before announcement of the HRRP (January 2008 to March 2010),
- after announcement to implementation of the HRRP (March 2010 to October 2012) and
- after implementation of the HRRP (October 2012 to June 2015).

Before announcement of the HRRP, the investigators found that, across all hospitals, readmission rates were stable, with the exception of AMI, which reduced in nonpenalty hospitals. After the HRRP was announced, readmission rates declined more rapidly in all conditions studied in hospitals later subject to penalties relative to those not penalized, and this reduction was significantly greater in program-specific conditions (i.e. AMI, pneumonia and CHF). After implementation of the HRRP, the investigators found the rate of change for readmission rates plateaued for all conditions, with the exception of pneumonia which reduced in nonpenalty hospitals.

The investigators concluded that the HRRP was associated with greater reductions in readmission rates in penalized hospitals relative to nonpenalized hospitals. Moreover, within penalized hospitals, they also concluded that the reductions were greater among program specific conditions, relative to other conditions.
Key Strengths
- Takes into account underlying trends in the data—can examine trend before, during and after an intervention.
- With appropriate comparator groups, it can provide a strong quasi-experimental alternative to randomization.
- Can assess effect size, speed and sustainability of the intervention over time.
- Can provide an intuitive visual display of changes over time.

Key Limitations
- There can be challenges in identifying comparator groups that provide comparable data.
- It may be difficult to collect sufficient data points before and after the intervention to be able to detect a change in slope.
- Does not negate other events occurring at the same time as intervention.
- When using regression models, values towards the minimum and maximum range of the distribution exert the highest influence on the estimates provided. Interrupted time-series analysis creates a series of models, for each time period. In this situation, within each model, the maximum and minimum values lie at the start and end of the time periods, for example when an intervention starts. Consequently, the results of interrupted time series can be very sensitive to values at the start and end of time periods.
- The use of one data point, per time period means that adjusting for patient-level characteristics can be challenging. Often, a two-stage process has to be undertaken, where the analysis attempts to adjust for patient characteristics in the first step, and adjusted estimates are plotted over time, to form the time-series. This can limit the ability to fully understand the interaction of patient characteristics over time.

Timeline and Cost Considerations
- The requirement for multiple data points over time, before and after the intervention will:
  - Increase the resources required for data collection.
  - Increase the duration from when the intervention was administered to when the analysis will be undertaken and the results will be available.

Policy Implications and Considerations for Future Use
The interrupted time series design can align well with the evaluation of policy initiatives, especially when policies are introduced at a well-defined time point. In addition, as long as sufficient data exist or can be easily collected, questions relating to how long it takes for a policy to begin to achieve measurable impact can also be assessed. When stable aggregate-level data are available over time, population-level impact estimates can also be derived.

The interrupted time series design can allow for exploration of variation at the site level.

As with many study designs, considerations for wider policy implications need to take account how the intervention of interest interacted with a range of inner and outer contextual factors within the study setting, and how the intervention may interact with the context of new settings where it will be considered for further use. The interrupted time series design can allow for exploration of variation at the site level, but is more limited at the individual level, for example, by age, gender, ethnicity, income. Policymakers will need to account for such issues when making decisions on the results.

Example 2. Association Between Hospital Penalty Status Under the Hospital Readmission Reduction Program and Readmission Rates for Target and Non-target Conditions (Cont’d)

The assignment of the hospitals to the penalty and nonpenalty groups was not randomized, meaning that a quasi-experimental design was required. The investigators were able to make use of longitudinal readmissions data from 2008 to 2015, covering a period before, and after introduction of the HRRP. In this study, whether the hospitals were in the penalty or nonpenalty group was related with the readmission outcome of interest. This might cause some to question whether bias occurred due to ‘regression towards the mean’, which occurs when a group is mistakenly identified as having high values of an outcome at an initial time point, whereas in fact the values are consistent with random variation. When observed over time, these outcomes are likely to reduce closer to the overall mean – hence ‘regression to the mean’. However, the use of three time periods, and comparison of non-program specific conditions reduces the likelihood this source of bias occurred.
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Controlled Before and After Design

Controlled before and after designs in the context of evaluating an intervention often compare the impact of an intervention that has been introduced in one or more settings or populations with selected settings or populations where it has not been introduced. This quasi-experimental design is used when it is not considered possible to allocate the intervention randomly. Studies compare outcomes in the intervention group, with those from a comparator group before and after the introduction of the intervention.

A variety of approaches can be used to adjust for potential confounding and bias, such as variation in patient and organizational factors likely to influence outcomes (Figure 5). These include matching the comparator sites with the intervention sites, so that they are similar in terms of patient or organizational factors that may impact on outcomes. Additionally, risk-adjustment or multiple regression techniques can be used to adjust the results for patient and organizational characteristics likely to influence the outcomes. Finally propensity scoring, can be applied to weight the data in a way that approximates samples with similar patient characteristics in the intervention and comparator groups.

In addition, a difference in difference approach is frequently used. Here, pre-intervention and post-intervention data on the outcome of interest are collected from the intervention and comparison groups. The difference between the two groups, pre- and post-intervention, can provide a relative estimate of the impact of the intervention.

Figure 5. Illustration of a Generic Controlled Before and After Design
Example 1. Multiple Component Patient Safety Intervention in English Hospitals: Controlled Evaluation of Second Phase

A controlled before and after study was used to evaluate the impact of a patient safety initiative in English hospitals. The study aimed to evaluate the impact of the Safer Patient Initiative in nine hospitals in 2007 on hand hygiene, adverse events, mortality, including mortality in intensive care, patient satisfaction and rates of hospital acquired infection.

The investigators identified a sample of matched control organizations to be used as comparators and determined that the intervention activities took place between 2007 and 2008. For the primary outcomes, they collected data before and after the intervention. This allowed the investigators to undertake a series of difference in difference analyses across the outcome measures.

Overall, they found a number of outcomes had improved in the intervention group between the pre-and post-intervention period. However, they also found that outcomes had improved in the control group. For example, for patient satisfaction, for the question “Overall, how would you rate the care you received?” respondents scored 80 pre-intervention, increasing to 84 post-intervention. In the control group, respondents’ scores increased from 82 to 85, resulting in a difference in difference estimate of 1 (95% CI: -1, 3; p=0.292), suggesting no relative improvement in the intervention group.

The investigators concluded that although a number of outcomes were improving, the incremental impact of the initiative did not result in significant additional relative improvement.

The allocation of the intervention to sites was based on non-random selection criteria organized by the funder. Consequently, an observational approach was necessary. The selection of comparator sites and the use of data collected before, during and after introduction of the initiative allowed the investigators to estimate what was likely to happen without the introduction of the initiative.


Example 2. The Impact of Green House Adoption on Medicare Spending and Utilization

Following the passage of the Affordable Care Act, interest has grown in understanding the impact of a variety of nursing home delivery models. In this study, the investigators aimed to understand the impact of a specific model – the Green House (GH) on Medicare spending and utilization. The investigators described Green House as a culture change initiative that aims to offer a person-centered model of care. They described the three core tenets of the GH model as 1) consisting of small homes with 8–12 residents 2) empowering residents with greater control over their lives and care 3) eliminating the hierarchical nurse staffing structure often found in traditional nursing homes.

The investigators used data from Medicare claims and enrollment data from 2005 through 2010 and a resident-level assessment data set to estimate the impact of GH on Medicare acute hospital, other hospital, skilled nursing facility, and hospice spending and utilization.

The investigators identified 15 nursing homes that adopted the GH model and identified a group of 223 matched nursing homes that did not adopt the GH model. The matching was done by identifying nursing homes similar to each of the 15 receiving the intervention, according to 12 organizational factors, including ownership type, size and rural/urban location.

In the resulting dataset, comprising the 15 GH intervention nursing homes and 223 matched nursing homes, the investigators then applied a propensity scoring approach to weight the data in the subsequent analysis in a way that approximated intervention and comparison groups, with similar organizational characteristics.

The investigators applied a difference in difference approach to create a number of models comparing Medicare spending and utilization between GH intervention and comparator groups in the time period prior to introduction of the GH model relative to the time period post introduction. Overall the investigators did not detect any impact on Medicare spending and utilization in the GH intervention relative to the comparator groups. A sub-analysis revealed some savings within 12 nursing homes that had introduced the GH model sooner than three who had introduced it later.

Cont’d on next page
Example 2. The Impact of Green House Adoption on Medicare Spending and Utilization (Cont’d)

The investigators concluded that the nursing homes that adopted the GH model did not realize Medicare savings and suggested new approaches to align financial incentives may be required.

The investigators were not able to use randomization in their study design. Here they attempted to reduce bias and confounding by using a series of statistical approaches. First they identified a comparator group with similar organizational characteristics as the intervention group. Then they attempted to reduce bias and confounding at the patient-level by weighting the data according to a propensity scoring approach.


Key Strengths
- Not subject to ethical and practical constraints of randomization.
- Can be used in situations where it may not be possible to randomly assign the intervention.

Key Limitations
- The design is susceptible to bias and confounding which can be difficult or impossible to mitigate completely.
- Many factors may influence exposure to “intervention” or “control” group. These unobserved/unmeasured factors may be associated with the outcome of interest, leading to a biased estimate of the impact of the intervention.
- The reliance on existing data means that investigators may not have all needed data for the analyses.

Timeline and Cost Considerations
- Collecting data from comparator sites that are not part of the intervention will result in additional expenditure, unless the design uses existing, secondary data sources.
- The need to statistically adjust for bias is likely to increase the required sample size and thus the evaluation budget.

Policy Implications and Considerations for Future Use
Controlled before and after evaluation designs offer the potential to assess the impact of interventions or programs prospectively, when the option of randomization is not available. Care is required to select comparator groups to minimize confounding due to differences in case mix and wider contextual factors. Similarly, even when comparator groups appear to be well-matched, care will also be required when undertaking case mix adjustment of the outcome measures.

Quasi-experimental designs such as controlled before after designs are considered less robust than randomized studies by many in the health services research community. However, they can provide informative estimates of the impact of a program or initiative, and in turn, can provide valuable evidence to inform future policy decisions.

As with many designs, considerations for wider policy implications need to take account of how the intervention of interest interacted with a range of inner and outer contextual issues within the study setting, and how it may interact with the context of settings where it may be used.
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Regression Discontinuity Design
Regression discontinuity is a quasi-experimental design, increasingly used to assess policies or initiatives where inclusion in them is based on a cut-off in a continuous variable, for example the age of the person. The idea is that those people just below the cut off, and not included in the intervention, will be similar to those people just above the cut off, and included in the intervention. This level of similarity is considered good enough to allow those not included to act as a counter-factual to those included. Comparing subsequent outcomes between the two groups allows for an estimate of the relative impact of the policy or intervention (Figure 6).

Regression models statistically estimate the relationship between an outcome of interest and an independent variable holding other factors included in the model constant. At a high level, for an outcome of interest, regression techniques are used to model relationships in the data related to the variable used as a cut-off. The model is then used to predict likely outcomes above the cut-off. Differences in what was predicted by the regression model with the observed data from those just above the cut-off are used to provide an estimate of the impact of the policy or initiative.

Regression discontinuity was applied first in the 1960s by Thistle-thwaite and Campbell to evaluate scholarship programs.
Figure 6. Illustration of a Generic Regression Discontinuity Design

Example 1. Effects of the Minimum Legal Drinking Age on Alcohol-Related Health Service Use in Hospital Settings in Ontario: A Regression–Discontinuity Approach

In Ontario, Canada, the minimum legal drinking age is 19 years. In this study, the investigators aimed to contribute to the policy evidence base by assessing the impact of the minimum legal drinking age (MLDA) legislation on alcohol-related harm. They used a regression discontinuity design to compare youth just below the MLDA cut-off of 19 years, with youth just above this cut off.

They used data from all inpatient and emergency department events from 2002 to 2007, for patients aged 16 to 22 years. They selected patients presenting with a primary diagnosis of appendicitis as the control condition. To assess alcohol-related conditions, they used alcohol-use disorders, external injuries, suicides related to alcohol, suicides broadly defined, motor vehicle accidents and assault.

The investigators created age-groups based on the year and month of birth, to create a variable indicating months from the MLDA cut-off of 19 years. For each outcome, the investigators applied a series of regression models using a variety of techniques to identify the best fitting model, including a variety of linear and non-linear approaches. The investigators applied what are increasingly becoming standard approaches to explore model-fit and sensitivity analysis.

Examiner the coefficients of the regression models, the investigators found that compared to youth slightly below the MLDA, those just above had 10.8% (p=0.048) more alcohol-related inpatient and emergency department events and 51.8% (p=0.01) more alcohol-associated suicides.

The investigators concluded that young adults who gained legal access to alcohol used more hospital care for a variety of alcohol related issues. Moreover, they suggested the regression discontinuity design could be used by investigators to assess the impact of the minimum drinking age on additional health outcomes. In addition, they suggested the estimate of impact could also be used as the basis of a cost-benefit analysis, and by extension to cost-effectiveness analysis.

In this study, a population-wide policy had been enacted, which was specific to a particular sub-population. This resulted in no option to randomize individuals or sites, and no option to identify a contemporaneous independent comparator group. The regression discontinuity design allowed for the identification of a ‘good enough’ counterfactual. The regression analysis, although complex in execution, provided a means to compare observed outcomes against a reasonable predictor of outcomes.

Example 2. The Impact of Health Insurance for Children under Age 6 in Vietnam: A Regression Discontinuity Approach

In Vietnam, a national policy to provide health insurance to children under the age of 6 was introduced in 2005 with the aim of providing greater access to health care services. The investigators sought to assess the impact of this policy on health care utilization. They used a regression discontinuity design to compare health care utilization in children just above and just below the cut off of 6 years of age.

Using data from children aged 0 to 10 years from the Vietnam Household Living Standard Survey from 2006, 2008 and 2010, investigators examined a variety of utilization outcomes, including outpatient and inpatient visits.

The investigators assigned children to age in months, centered on 72 (6 years). For each measure of health care utilization, the investigators constructed a series of regression models. The models also adjusted for a variety of demographic factors, including those related to household education and employment. The investigators also applied a series of sensitivity analyses to explore the robustness of their estimates.

From the resulting models, the investigators found that relative to children just above the cut off (not insured) those children slightly below the cut off (insured) had higher rates of inpatient visits (6.8%) and outpatient visits (21.7%).

The investigators concluded that the policy had led to increased health care utilization in children aged under 6 in Vietnam. Moreover, they suggested that public health insurance programs for children under age 6 may lead to improving service utilization in low- and middle-income countries.

The design offers the potential to undertake the analysis in a single population, which provides good internal validity, but limited external validity. This means policymakers will need to consider carefully the likelihood the intervention will have similar impacts in other settings.
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Observational Designs

Natural Experiment

Definitions of natural experiment vary in the literature. The commonality of the various definitions is that a natural experiment is a type of study in which an event or exposure was not planned or manipulated for the purposes of research or evaluation. Exposure to the intervention/policy/service occurred in natural circumstances and is outside the control of the investigator. Natural experiments may or may not include a control group. In the case of no control group, the outcome is assessed prior to and following the intervention/policy/service/other exposure (Figure 7). The outcome can also be assessed between two or more groups exposed to different interventions, policies, or services (Figure 8). Individuals, organizations, facilities, regions, districts, and countries where different interventions or policies have been implemented can be compared and analysis conducted using methods that attempt to make causal inferences.

This design is well suited for instances when:
- exposure to the intervention cannot be manipulated or assigned by the investigators;
- there is a need to understand the impact of large scale interventions and/or policies;
- there is a naturally occurring clearly defined prior exposure in a well-defined population.

A variety of statistical methods can be used to analyze data for natural experiments.

Figure 7. Illustration of a Generic Natural Experiment Design with no Control Group
**Example 1. Short Term Impact of Smoke-Free Legislation in England: Retrospective Analysis of Hospital Admissions for Myocardial Infarction**

A natural experiment design with no control group was used to determine the impact of the introduction of smoke-free legislation in England on myocardial infarction hospital admissions. The smoke-free legislation was enacted on July 1, 2007. Hospital admission data were obtained from the National Health Service which provides routinely collected information on hospital episode statistics (HES). Data were obtained for all adults 18 or older living in England who were admitted in hospitals between July 1, 2002 and September 30, 2008 with a diagnosis of myocardial infarction. This period covers five years before the introduction of the legislation to 15 months following the introduction of the legislation. If the patient had multiple admissions for the same diagnosis within a 28-day period, only the first admission was counted. Regression analysis was used to determine whether emergency admissions for myocardial infarction changed after the introduction on the legislation, from July 2 onwards.

The investigators found a small reduction in the number of emergency admissions for myocardial infarction following the implementation of the legislation (-2.4%; 95% CI: -4.06%, -0.66%). This reduction, which varied by age and sex, translates to 1,200 less admissions in the first year. Admissions significantly decreased for men and women 60 and older but not for women younger than 60.

The authors concluded that these findings contribute to the evidence base for the effectiveness of smoke free legislation. The authors acknowledged, however, that the study suffers from important limitations such as the lack of availability of data on smoking. This means that it was not possible to determine how much of the reduction in admissions was due to a decrease in passive smoking because of the new law versus a decrease in active smoking.

This natural experiment with pre-and post-assessment is particularly adapted to evaluate the impact of the implementation of a nation-wide policy on health outcomes.

Example 2. Medicaid Increases Emergency-Department Use: Evidence from Oregon’s Health Insurance Experiment

A natural experimental design with a control group was used to determine the first-year effect of Medicaid coverage in Oregon on health care utilization and self-reported health. In 2008, Oregon implemented Medicaid expansion for its low-income and uninsured population. Due to limited resources, a lottery system was used to randomly select eligible individuals to apply for Medicaid coverage from the 89,824 people on the waiting list. Outcomes were compared between those who were selected by the lottery and those who were not selected to apply for Medicaid. Administrative data were extracted from hospital discharge records, credit report, and mortality records. Additional data were obtained from questionnaires mailed to all selected Medicaid recipients and the same number of non-selected individuals. Overall, 29,834 individuals were selected for the lottery and 45,088 were controls. Questionnaires were filled out by 29,589 in the treatment group and 28,816 in the control group.

Findings revealed that those selected by the lottery were 25% more likely to have insurance than those not selected in the first year after selection. Medicaid was associated with a statistically significant increase in health care utilization and improvements in self-reported mental and physical health, including a 10% increase in the probability of screening negative for depression compared to the control mean and 25% increase in the probability of reporting one’s health as good, very good, or excellent. Medicaid was also associated with lower out-of-pocket expense and medical debt. Those in the Medicaid group were 10% less likely to have unpaid bills sent to collection than those in the control group (p<0.0001). The authors concluded that Medicaid is beneficial to this population and that this study provides important data for cost-benefit analysis for Medicaid expansion.

Although Medicaid coverage was randomly allocated, this was a natural experiment because Medicaid coverage was outside the investigators’ control. The randomization process was not decided or designed by the evaluators. This was an implemented policy, the evaluators merely observed and analyzed the data. The use of a lottery system provided a unique opportunity for this natural experiment to mimic randomization and increase its potential for internal validity.


Key Strengths

- Can be used in situations where it may be unethical or impractical to manipulate exposure.
- Not subject to the ethical and practical constraints of randomization.
- Convenient and often lower cost.
- Can evaluate the effect of an exposure on large populations.
- Can detect small effects due to the availability of data on large populations.
- Appropriate for rare outcomes or outcomes that take a long time to develop.
- Appropriate to evaluate policies and laws.
- Findings may be used to advocate for policies or changes in policies.

Key Limitations

- Natural experiments are observational studies. The investigators do not have control over the conditions of the study. Thus, this design is more susceptible to confounding and bias.
- Many factors may influence exposure to the “intervention” or “control” group. These unobserved/unmeasured factors may be associated with the outcome of interest, leading to a biased estimate of the impact of the intervention.
- Exposed group may be difficult to define or may change over time.
- Although investigators do not manipulate exposure, they still need to understand the process that leads to exposure versus non-exposure. To address these questions, qualitative and mixed methods may be used along with this design.
- The reliance on existing data means that the investigators may not have all needed data for the analysis.

Timeline and Cost Considerations

- Follow-up times depend on the outcome of interest.
- Can be conducted with low costs if secondary data sources are available, outcome is short to mid-term.

Policy Implications and Considerations for Future Use

Natural experiments provide a convenient and practical approach to evaluate laws, polices and other exposures beyond the control of
the investigators and which have been implemented in a real-world setting. However, because the conditions of exposure are not under the control of investigators, this design may be particularly prone to bias and confounding compared to quasi-experimental and experiment designs. This can be mitigated when there is a control group which is similar to the exposed group, and exposure mimics randomization as in RCTs but with lower costs. Policymakers can use findings from natural experiments to study the impacts of policies or policy changes and advocate for changes.
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Glossary

Bias: Typically, there are three types of bias: 1) selection bias, 2) information bias and 3) bias due to confounding

Selection bias can occur when the group assigned to an intervention or to a comparison group is not representative of the intended populations. For example, when considering the impact of an intervention that aims to reduce blood pressure, intervention and comparator groups were established. However, in the course of the study, the intervention group may have systematically excluded older patients, whereas the comparator group included these patients. Any subsequent simple comparisons between these groups would have been subject to selection bias.

Information bias can occur when there are errors in the way measurements or data are collected. This especially matters if these errors differ between an intervention group and a comparator group. For example, when studying the impact of an intervention to reduce blood pressure, the method used to calculate blood pressure differs between the two groups.

Bias due to confounding can occur when the apparent impact of an intervention on an outcome is due to other factors. This may happen when a factor that has some impact on the outcome, varies between the intervention and comparator group. For example, the average age of those in the intervention group may be greater than those in the comparator group. Here, age may confound simple comparisons in the intervention and control group between comparisons of physical function, such as blood pressure. One can often control for confounding in the design of the evaluation or in the analysis.

Case-control design: The frequency of exposure to a given factor is retrospectively assessed and compared among individuals with the outcome of interest (cases) and those without the outcome of interest (controls). The odds ratio is calculated to determine whether there is an association between the exposure and outcome of interest.

Cohort design: A group of individuals exposed to a factor and a group who are not exposed to the risk factor are followed over time to assess the occurrence of an outcome of interest. The occurrence of the outcome in the exposed group is compared to that in the non-exposed group. The relative risk (incidence risk or incidence rate) is calculated to assess whether there is an association between the exposure and the outcome. Cohort studies can be prospective (participants are followed over time to determine the outcome) or retrospective (both the exposure and outcome have already occurred before participants were enrolled in the study).

Difference in difference analysis: Analytical approach which addresses the fact that in non-randomized experiments, the intervention may not explain all the difference between the interventions and the control group in terms of key outcome of interest because the two groups did not start at the same level at baseline. In difference in differences analysis, the “normal” difference in the outcome of interest between the groups is calculated and the intervention effect is the difference between the observed outcome and the “normal” outcome. These estimates are derived from regression models.

Factorial designs: In a factorial study, two or more interventions and a control group are compared. Participants are randomized to each intervention independently. For instance, with a 2x2 factorial study, in the first randomization, participants are randomized to intervention 1 or to the control group and in the second randomization, the same participants are randomized to intervention 2. For a 2x2 factorial, this results in four groups: no intervention, intervention 1 only, intervention 2 only, intervention 1 and 2. The effect of each intervention and their interaction can be estimated.

Randomized encouragement trials: Type of RCT where individuals or groups are randomized to an intervention or control group. However, unlike a conventional RCT, participants are allowed to choose whether to receive the intervention. Participants assigned to the intervention group are encouraged to participate in the intervention or to select among specific intervention options. Controls are not offered the intervention.

Scale-up: No widely accepted definition “deliberate efforts to increase the impact of health service innovations successfully tested in pilot or experimental projects so as to benefit more people and to foster policy and program development on a lasting basis.” (WHO ExpandNet Initiative definition)

Spread: Extend over a large area.

Staggered enrollment trials: Participants are randomized into an intervention or control group for a defined period of time. After this initial study period, control participants either transfer into the intervention group or are randomized a second time to either receiving the intervention or control. All participants will ultimately participate in the intervention.

Multiple baseline: The intervention is introduced to different subjects or settings at different points in time using one of three approaches: i. numerous components are included and components analysis used to determine which are the most effective; ii. components are added consecutively to the intervention until the desired effect is obtained, components may be substituted or modified if found not effective; iii. studying similar interventions at the same time in different settings.
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Endnotes
3. This design is also used in efficacy studies where an intervention is studied under ideal conditions with highly selected populations. This application is not in the scope of this guide.
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